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Bu ¢aligmada, URL ve HTML o6zelliklerinden yararlanarak kimlik avi web sitelerinin
tespiti i¢in bir y18in (stacking) modeli nerilmektedir. Gelistirilen model, tigiincii taraf
servislerine ihtiyag duymadan hafif, gergek zamanli ve maliyet etkin bir tespit
mekanizmasi sunmaktadir. Yigin modelinin Level-0 katmaninda Naive Bayes, Karar
Agaci, Lojistik Regresyon, Destek Vektor Makineleri (SVM) ve Cok Katmanh
Algilayict (MLPClassifier) gibi smiflayicilar; Level-1 katmaninda ise meta dgrenici
olarak Lojistik Regresyon kullanilmistir. Model performansi, 130.127 web
sayfasindan olusan “phish.csv” veri seti ilizerinde degerlendirilmigtir. Temel
smiflayicilar arasinda SVM %90,60 dogruluk ve %95,19 ROC AUC degeri ile en
yiiksek performansi gostermistir. MLPClassifier %91,16 dogruluk, Lojistik
Regresyon %90,50 dogruluk, Naive Bayes %88,94 dogruluk ve Karar Agac1 %90,62
dogruluk degerleri elde etmistir. Y1gim modelinin meta dgrenicisi ise tiim modellerden
daha iyi performans gostererek %92,15 dogruluk ve %96,47 ROC AUC degerine
ulagmistir. Bulgular, 6nerilen y1gin modelinin farkli algoritmalarin giiglii yonlerini bir
araya getirerek kimlik avi tespitinde daha yiiksek dogruluk ve giivenilirlik sagladigim
ortaya koymaktadir.
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DETECTION OF PHISHING WEBSITES USING A STACKING MODEL BASED ON URL

AND HTML FEATURES
Article Information Abstract
Article Type This study proposes a stacking model for detecting phishing websites using URL and
Research Article HTML features. The developed model provides a lightweight, real-time, and cost-

effective detection mechanism without relying on third-party services. In the stacking
architecture, Naive Bayes, Decision Tree, Logistic Regression, Support Vector
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Machines (SVM), and Multi-Layer Perceptron (MLPClassifier) are employed as
Acceptance Date: Level-0 base classifiers, while Logistic Regression is used as the Level-1 meta-
26/11/2025 learner. The model’s performance was evaluated on the “phish.csv” dataset, which
consists of 130,127 web pages. Among the base classifiers, SVM achieved the highest
performance with 90.60% accuracy and a 95.19% ROC AUC score. MLPClassifier
Keywords: reached 91.16% accuracy, Logistic Regression 90.50%, Naive Bayes 88.94%, and
Machine Learning, Decision Tree 88.94%. The meta-learner of the stacking model outperformed all
Logistic Regression, individual models, achieving 92.15% accuracy and a 96.47% ROC AUC score. The
Anti-Phishing, Html findings demonstrate that the proposed stacking model enhances phishing detection
String Embedding, accuracy and reliability by combining the strengths of multiple machine learning
Stacking Model algorithms.
1. GIRIS

Internetin hizli gelisimi ve dijitallesmenin yayginlasmasi, ¢evrimici ortamlar1 hem bireyler hem de
kurumlar i¢in vazgegilmez hale getirmistir. Ancak bu doniisiim, siber saldirilarin ¢esitlenmesine ve
karmasikliginin artmasina da zemin hazirlamistir. Ozellikle kimlik av1 (phishing) saldirilari, son yillarda
kiiresel 6l¢ekte en hizli biiyliyen siber tehditlerden biri olarak tanimlanmaktadir. Anti-Phishing Working
Group’un (APWG, 2023) raporuna gore kimlik avi girisimleri 2022-2023 yillar1 arasinda tarihsel olarak
en yiiksek seviyelere ulasmigtir. Kimlik avi saldirilari, sahte ve mesru goriiniimlii web siteleri
araciligryla kullanicilarin banka giris bilgileri, kredi kart1 verileri veya kimlik numaralar1 gibi hassas
bilgilerinin ele gegirilmesini hedeflemekte ve bu nedenle ciddi giivenlik riskleri olusturmaktadir

(Aleroud ve Zhou, 2017).

Saldirganlarin siirekli olarak tekniklerini giincellemesi ve sahte web sitelerini gercek sitelere neredeyse
birebir benzer sekilde tasarlamasi, kullanicilarin bu tehditleri fark etmesini zorlastirmaktadir (Jain ve
Gupta, 2018). Bu noktada, makine 6grenmesi tabanli yaklasimlar, kimlik av1 tespitinde giderek daha
etkili hale gelmis ve geleneksel kural tabanli yontemlere kiyasla daha yiiksek tespit basarist sundugu
literatiirde birgok calismada gosterilmistir (Basnet vd., 2011; Zaki, 2020). Ozellikle URL ve HTML
tabanli dzelliklerin bir arada degerlendirilmesi, kimlik avi sitelerinin yapisal ve iceriksel 6zelliklerinin

daha iyi anlagilmasini saglayarak tespit dogrulugunu artirmaktadir (Aburrous vd., 2010).

Bu calismada, kimlik avi web sitelerinin tespiti igin URL ve HTML tabanli 6zellikleri birlikte
degerlendiren bir y1gin modeli yaklagimi 6nerilmistir. Y1gin modeli, ensemble 6grenme stratejilerinden

biri olup farkli smiflandiricilardan elde edilen tahminlerin meta bir 6grenici tarafindan yeniden
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islenmesine dayanan bir meta-6grenme yapisidir (Wolpert, 1992). Caligmada Level-0 katmaninda Naive
Bayes, Karar Agaci, Lojistik Regresyon, SVM ve MLPClassifier temel siniflandiricilart kullanilmis;
Level-1 katmaninda ise bu tahminleri birlestirerek nihai ¢iktry1 lireten meta 6grenici olarak Lojistik
Regresyon tercih edilmistir. Buradaki “katman” kavrami yapay sinir aglarindaki parametrik ag
katmanlaryla iliskili olmayip yalnizca y1gin modelinin 6grenici seviyelerini ifade etmektedir. Bu yap1
sayesinde model, farkl: algoritmalarin giiclii yonlerini bir araya getirerek tekil modellerin {izerinde bir

siniflandirma performansi elde etmeyi amaglamaktadir.

Y181 modeli, {igiincii taraf kara liste servislerine ihtiyag duymadan ger¢ek zamanli ve maliyet etkin bir
kimlik av1 tespit mekanizmasi sunmaktadir. URL tarafinda uzunluk, alt alan ad1 yapisi, siipheli karakter
kullanim1 ve hassas kelimeler gibi yapisal 6zellikler; HTML tarafinda ise baglanti yapisi, form etiketleri
ve igerik yogunlugu gibi nitelikler giris degiskenleri olarak degerlendirilmistir. Bu 6zniteliklerin makine
O0grenmesi algoritmalartyla biitiinlestirilerek islenmesi sonucunda, kimlik avi amagli web sitelerinin

yiiksek dogrulukla siniflandirilabildigi gorilmistiir.
2. TEORIK ARKAPLAN

Glinlimiizde makine 6grenmesi temelli kimlik avi tespit calismalari, farkli algoritmalarin birlikte
kullanildig1 y1gin 6grenme modellerine dayanmaktadir. Bu kisimda, ¢caligmada kullanilan temel yontem

ve algoritmalarin teorik temelleri 6zetlenmistir.
2.1. Yigin Ogrenme (Stacking) Yontemi

Y1gin 6grenme ya da y1gin genellemesi, birden fazla siniflandirma modelini bir araya getirerek tahmin
performansini iyilestirmeyi amaglayan bir topluluk 6grenme teknigidir. Yigin 6grenme modellerinin
temel fikri, ¢esitli modellerin giiglii yonlerinden yararlanarak zayif yonlerini hafifletmektir. Tipik bir
cergevesinde, birden fazla temel model (level-0 modelleri olarak da bilinir) ayni veri seti iizerinde egitilir
ve bu modellerin tahminleri, daha iist diizey bir model (level-1 modeli) i¢in giris 6zellikleri olarak
kullanilir ve nihai tahmini yapar. Bu yaklasim, bireysel modellerin kagirabilecegi cesitli veri desenlerini

yakalayarak dogrulugu artirabilir (Zou ve Nan, 2019).

Kimlik av1 tespit baglaminda, yigin 6grenme modelleri Destek Vektor Makineleri (SVM), Lojistik
Regresyon ve Cok Katmanli Algilayict (MLPClassifier) gibi farkli algoritmalar1 entegre ederek URL ve
HTML 6zelliklerine dayali olarak kimlik avi web sitelerini tespit edebilen gii¢lii bir sistem olusturabilir.
Bu modellerin birlestirilmesiyle, yigin 6grenme yaklagimi genel tespit oranini iyilestirebilir ve siber

giivenlik uygulamalar1 agisindan kritik olan yanlis pozitifleri azaltabilir (Al-Sarem vd., 2021).
2.2. Destek Vektor Makineleri (SVM)

Destek Vektor Makineleri (SVM), siniflandirma ve regresyon problemlerinde kullanilan denetimli
o6grenme modelleridir. SVM’nin kuramsal temeli Vapnik ve Chervonenkis tarafindan tanimlanan

Istatistiksel Ogrenme Teorisine dayanmaktadir (Vapnik ve Chervonenkis, 1974). Giiniimiizde kullanilan
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modern SVM formiilasyonu ise Vapnik’in 1995 tarihli caligmasiyla gelistirilmistir (Vapnik, 1995).
SVM’nin temel amaci, yiiksek boyutlu 6zellik uzayinda farkli siniflar1 en genis marj ile ayiran optimum
hiper diizlemi belirlemektir. Yiiksek boyutlu verilerde gosterdigi basarili genelleme performansi
nedeniyle SVM, kimlik avi tespitinde yaygin olarak tercih edilmektedir. Literatiirdeki calismalar,
SVM’nin URL ve HTML temelli 6zelliklere dayali olarak web sitelerini mesru veya kimlik avi olarak

yiiksek dogrulukla siniflandirabildigini gostermektedir (Tang ve Mahmoud, 2021; Sahingoz vd., 2019).
2.3. Lojistik Regresyon

Lojistik Regresyon, ikili siniflandirma problemleri i¢in kullanilan istatistiksel bir yontemdir. Verilen bir
girdinin belirli bir sinifa ait olma olasiligini lojistik fonksiyonu kullanarak modeller. Lojistik Regresyon
modelinin ¢iktisi, girdinin pozitif siifa ait olma olasilig1 olarak yorumlanabilen O ile 1 arasinda bir

degerdir (Shaukat, 2023).

Kimlik av1 tespit baglaminda, Lojistik Regresyon bir URL veya HTML 6zellik setinin bir kimlik avi
web sitesine ait olma olasiligini degerlendirmek i¢in kullanilabilir. Modelin hesaplama verimliligi ve
istatistiksel olarak iyi tanimlanmis yapisi, onu hem temel karsilastirmalarda hem de yigin 6grenme

gerg¢evelerinde tamamlayict bir siniflayici olarak uygun hale getirmektedir (Al-Sarem vd., 2021).
2.4. Cok Katmanh Algilayic1 (MLPClassifier)

Cok Katmanli Algilayict olan Multi-Layer Perceptron (MLP), birbirine bagh diigiimlerden (néronlar)
olusan ¢ok katmanli bir yapidir. MLP'ler, verilerdeki karmasik desenleri 6grenme yetenegine sahiptir
ve hata geri yayilimi (backpropagation) ile model, tahmin hatalarina gore agirliklarini ayarlar. MLP'ler,
veri i¢indeki dogrusal olmayan iliskileri isleyebilir ve bu da onlar ¢esitli siniflandirma gorevleri igin
uygun hale getirir (Ariyadasa, 2020). Kimlik avi tespitinde, MLPClassifier, URL ve HTML
iceriklerinden tiiretilen 6zellikler {izerinde egitilerek kimlik avi girisimlerini tanimlayabilir. MLP'lerin
bliylik veri setlerinden karmasik desenleri 6grenme yetenegi, kimlik avi tespit sistemlerinin
yeteneklerini artirabilir ve y1gin 6grenme cercevesindeki diger modellerle birlestirildiginde daha da

etkili olabilir (Shabudin vd., 2020).
2.5. Naive Bayes

Naive Bayes, smiflandirma gorevlerinde kullanilan, Bayes teoremine dayali olasiliksal algoritmalar
ailesidir. Naive Bayes’in temel prensibi, tahmin ediciler arasinda bagimsizlik varsayiminda
bulunmasidir; bu da olasiliklarin hesaplanmasini basitlestirir. Bu varsayim, modelin girdideki
ozelliklere dayali olarak bir sinifin olasiligini verimli bir sekilde hesaplamasini saglar (Uppalapati,

2023).

Kimlik avi tespiti baglaminda, Naive Bayes siniflandiricilari, yiiksek boyutlu verileri isleyebilme
yetenekleri ve ilgisiz 6zelliklere kars1 dayanikliliklari nedeniyle oldukga etkili olabilir. Algoritma, bir

kimlik avi web sitesinin URL &zellikleri ve HTML igerigi gibi 6zelliklere dayali olarak posterior
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olasiligini hesaplar. Naive Bayes hem kimlik avi hem de mesru web sitelerinde 6zelliklerin goriilme
sikligindan yararlanarak, yeni 6rnekleri 6grenilen olasiliklara gore siniflandirabilir (Ali, 2017). Naive
Bayes’in en biiyiik avantajlarindan biri, hiz1 ve verimliligidir; bu da onu gercek zamanli kimlik av1 tespit
sistemleri icin uygun hale getirir. Ayrica, genellikle etiketlenmis verilerin sinirli oldugu kimlik av1 tespit
senaryolarinda, az miktarda egitim verisiyle bile iyi performans gosterir (Ali, 2017). Bununla birlikte,
bagimsizlik varsayimi her zaman gercek diinyada gecgerli olmayabilir ve bu durum, modelin bazi

baglamlarda performansini etkileyebilir.
2.6. Karar Agaclan

Karar Agaglar1 hem siniflandirma hem de regresyon gorevlerinde kullanilan popiiler bir makine
Ogrenimi algoritmasidir. Karar Agaclari, veri setini 6zellik degerlerine gore yinelemeli olarak alt
kiimelere boler ve her bir i¢ diigliim bir 6zelligi, her bir dal bir karar kuralin1 ve her bir i¢ diigiimiin bir
o0zelligi, her bir dalin bir karar kuralini ve her bir yaprak diigiimiin ise nihai bir sonucu temsil ettigi agac
benzeri bir yap1 olusturur (Yang vd., 2019). Bélme kriteri degisiklik gosterebilir; yaygin yontemler
arasinda Gini kirliligi (Gini impurity) ve bilgi kazanci (information gain) bulunur. Kimlik av1 tespitinde,
Karar Agacglari, URL'lerden ve HTML igeriginden ¢ikarilan 6zellikler arasindaki karmasik iliskileri
etkili bir sekilde modelleyebilir. Bu algoritma, siniflandirmalarin arkasindaki karar verme siirecini
anlamay1 saglayan agik ve anlasilir bir model sunar. Bu agiklanabilirlik, siber giivenlik uygulamalarinda
ozellikle degerlidir; ¢iinkii bir tespitin mantigim anlamak, tespit stratejilerini gelistirmeye ve
kullanicilar1 kimlik avi tehditleri hakkinda egitmeye yardimci olabilir (Purwanto vd., 2022). Karar
Agaclart hem sayisal hem de kategorik verileri isleyebilme yetenegine sahip olup, kimlik av1 tespitinde
karsilasilan cesitli 6zellik tiirleri i¢in ¢ok yonliidiir. Ancak, aga¢ ¢ok derinlestiginde asir1 6grenmeye
(overfitting) yatkin hale gelebilir. Bunu hafifletmek icin, az 6nem tasiyan dallar1 kaldirarak modelin
genelleme yeteneklerini artiran budama (pruning) gibi teknikler uygulanabilir (Al-Tamimi ve

Shkoukani, 2023).
3. LITERATUR TARAMASI

Kimlik av1 web sitelerinin tespiti, 6zellikle kimlik avi saldirilar1 daha karmagik ve yaygin hale geldikge,
siber gilivenlik arastirmalarinda kritik bir alan haline gelmistir. Literatiirde, URL ve HTML 6zelliklerine
dayali stacking modelleri ile Destek Vektor Makineleri (SVM), Lojistik Regresyon ve Cok Katmanl
Algilayict (MLPClassifier) gibi belirli makine 6grenimi algoritmalarimin kimlik avi tespitinde

kullanimina iliskin pek ¢ok ¢alisma bulunmaktadir.

Kimlik avi tespitindeki son gelismeler, birden fazla siniflandiriciyr entegre eden yigin (stacking)
o6grenme modellerinin dogruluk oranlarimi artirmada etkili oldugunu gostermektedir. Kalabarige vd.
(2022), ozellikle SVM ve Random Forest algoritmalarim bir araya getirdikleri ¢ok katmanli bir y1gin
6grenme modeli 6nermis ve bu yaklasimin bireysel siniflayicilara kiyasla farkli veri setlerinde anlamli

Olciide daha yiiksek performans sundugunu raporlamistir. Bu bulgular, Ali (2017) tarafindan
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vurgulanan, kimlik av1 tespitinde makine 6grenimi modellerinin basarimimi artirmak i¢in wrapper
(saric1) tabanh 6zellik se¢imi tekniklerinin dnemini desteklemektedir. Wrapper tabanli yaklasimda,
ozellik se¢imi genetik algoritma (GA), parcacik siirli optimizasyonu (PSO) veya karinca kolonisi
optimizasyonu (ACO) gibi sezgisel ve meta-sezgisel optimizasyon yontemleriyle gergeklestirilmekte
olup, model performansina gore en uygun 6zellik alt kiimesinin belirlenmesine olanak saglamaktadir.
Bunun yaninda Bhagat (2023), URL ve HTML o6zniteliklerini birlikte isleyen bir 6zellik siniflandirma
teknigini Asir1 Ogrenme Makinesi (Extreme Learning Machine, ELM) algoritmasiyla birlestirerek
kimlik av1 sitelerinin daha etkili bicimde tanimlanabilecegini ortaya koymustur. Bu yaklasim, kimlik
avi saldirilarinin farkli yapisal ve iceriksel Ozelliklerini ayni anda ele almanin tespit basarimini

artirdigin1 gostermektedir.

SVM, yiiksek boyutlu verileri isleme konusundaki dayanikliligi nedeniyle kimlik av1 tespitinde yaygin
olarak kullanilmaktadir. Shaukat (2023), kimlik avi web sitelerinin metin tabanli siniflandirmasinda
SVM kullanarak %88 dogruluk elde ettiklerini bildirmis ve SVM'nin URL, metin ve goriintii
Ozniteliklerine dayali olarak kimlik avi ve mesru siteler arasinda ayrim yapmadaki etkinligini
gostermistir. Bu bulgu, SVM’yi 6zellik agirliklandirmada partikiil siirii (particle swarm) optimizasyonu
ile birlestiren ve gelistirilmis tespit dogrulugu elde eden Ali ve Malebary'nin (2020) ¢alismasi tarafindan

da dogrulanmaktadir.

Lojistik Regresyon, giiclii istatistiksel temellere dayanan ve belirli varsayimlarin saglanmasini
gerektiren bir yontem olmasia ragmen, yorumlanabilirligi sayesinde kimlik avi tespitinde de sik
kullanilan modellerden biridir. Shaukat (2023) tarafindan yapilan ¢alismada, Lojistik Regresyon %87
dogruluk oranina ulagmis ve kimlik avi web sitelerini siniflandirmadaki kullanighligini géstermistir. Bu
model, 6zellikle bireysel 6zelliklerin tahmin sonuglari iizerindeki etkisini degerlendirme olanag:

sundugu i¢in, sonuglarin yorumlanabilir olmasinin hedeflendigi durumlarda avantajlidir.

MLPClassifier, bir tiir yapay sinir ag1 olarak kimlik avi web sitelerini tespit etme potansiyeli igin
incelenmistir. Kalla (2023) tarafindan yapilan ¢aligma, MLP'nin kimlik avi URL'lerini tespit etmek i¢in
dogal dil isleme teknikleri ile kullaniminin etkinligini vurgulamistir. MLP'nin verilerden karmasik
desenleri Ogrenme yetenegi, Ozellikle bir topluluk Ogrenme yaklagiminda diger modellerle

birlestirildiginde kimlik av1 tespiti i¢in uygun bir aday haline gelmektedir.

Literatiir, ¢esitli algoritmalarin giiglii yonlerini birlestiren hibrit ve y1§in 6grenme modellerine dogru bir
egilim oldugunu gostermektedir. Ornegin, Almalki (2023), kimlik av1 tespit yeteneklerini artirmak igin
birden fazla makine 6grenme teknigini entegre eden akillt bir model 6nermistir. Bu yaklagim, kimlik avi
tehditlerinin dinamik dogasina yanit verebilecek uyarlanabilir ve saglam tespit sistemlerine duyulan

ihtiyacin artmakta oldugunu yansitmaktadir.

Hassan (2015), Naive Bayes, Karar Agaglar1 ve Destek Vektér Makineleri (SVM) gibi ¢esitli

siniflandiricilarin halka agik veri setlerinde karsilastirmali bir analizini yapmistir. Sonuglar, Naive
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Bayes'in 6zellikle 6zellik se¢imi teknikleriyle birlestirildiginde rekabet¢i bir performans sergiledigini
ve siniflandirma dogrulugunu artirdigini gostermistir. Bu, modelin URL ve HTML o6zelliklerine dayali
olarak kimlik avi girisimlerini tespit etmedeki faydasin1 ortaya koymaktadir. Ek olarak, Shinde vd.,
(2015) tarafindan yapilan bir ¢aligmada, kimlik avi web sitelerini tespit etmek icin K-Means kiimeleme

ve Naive Bayes kombinasyonu kullanilmustir.

Kiimeleme yaklasimi, verileri organize etmeye yardimci olurken, Naive Bayes siniflandirma igin
olasiliksal bir cergeve saglamistir ve bu da modelin kimlik av1 tespiti senaryolarindaki ¢ok yonliiliiglinii

gostermektedir.

Karar Agaglar ise, kimlik avi tespitinde yorumlanabilirlikleri ve hem kategorik hem de sayisal verileri
isleyebilme yetenekleri nedeniyle popiiler bir makine 6grenimi algoritmasidir. Algoritma, veri setini
0zellik degerlerine gore yinelemeli olarak bolerek, her bir digiimiin belirli bir 6zellikle ilgili bir karari
temsil ettigi aga¢ benzeri bir yapi olusturur (Ogonji, 2023). Kimlik av1 tespitinde, Karar Agaglari,
URL'lerden ve HTML igeriklerinden ¢ikarilan g¢esitli 6zellikler arasindaki iligkileri etkili bir sekilde
modelleyebilir. Ornegin, Uppalapati (2023), kimlik avi tespit modelleri iizerine karsilastirmali bir
caligmada Karar Agaglar1 da dahil olmak iizere birden fazla algoritmay1 incelemistir. Bulgular, Karar
Agaclarinin net karar yollarn saglayabildigini ve kullanicilarin siniflandirmalarin arkasindaki mantigi

anlamasini kolaylastirdigimi géstermistir.

Ogonji (2023), kimlik avi saldirilarmi tespit etmek igin Karar Agacglarini igeren hibrit bir model
Onermistir. Calisma, model performansini artirmada 6zellik se¢imi ve 6n islemenin dnemini vurgulamis
ve Karar Agaclarinin uygun 6zellik mithendisligi teknikleriyle birlestirildiginde kimlik avi web sitelerini
etkili bir sekilde tespit edebilecegini gostermistir. Ayrica, Al-Tamimi ve Shkoukani (2023) tarafindan
yapilan ¢aligma, kimlik avi URL'lerinden ¢ikarilan 6zellikler araciligryla kimlik avi web sitelerini tespit
etmede Karar Agaclarinin etkililigini vurgulamistir. Calisma, Karar Agaclarinin kimlik avi girigimlerini
dogru bir sekilde siniflandirabilecegini ortaya koymus ve bu algoritmalarin bu alandaki kullanimin

giiclendirmistir.

Zhu vd. (2019) tarafindan tartisildig1 gibi 6zellik se¢imi yontemlerinin entegrasyonu, kimlik avi tespit
modellerinin performansini iyilestirmek i¢in kritik 6neme sahiptir. En ilgili 6zelliklere odaklanarak,
aragtirmacilar modellerinin verimliligini ve dogrulugunu artirabilir, boylece yanlis pozitif ve negatif
sonuglar1 azaltabilirler. Tiny-Bert Yigin Modeli tabanli yaklasim, URL'leri &zellik vektorlerine
doniistiirerek ve temel 6grenicilerle bir yigin modeli olusturarak kimlik avi web sitelerini tespit etmede
iistiin performans sergilemistir. Bu yaklasim, geleneksel yontemlere kiyasla daha az manuel 6zellik
cikarma gerektirir ve yiiksek dogruluk oranlariyla kimlik avi tehditlerine karsi etkili bir savunma
mekanizmasi sunar (He vd., 2024). Fazal (2023) ise, ¢esitli web sitesiyle ilgili 6zellikler igeren bir veri

setini analiz etmek i¢in Karar Agaglarini kullanmigtir. Arastirma, model performansini artirmada 6zellik
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secimi ve On iglemenin 6nemini vurgulamis ve kimlik av1 tespitinde Karar Agaclarimin etkililigini daha

da dogrulamustir.

Y18in 6grenme yontemlerinin optimize edilmesiyle elde edilen model, diger tespit yontemlerine gore
iistiin performans gostermis ve yiiksek dogruluk oranlarina sahip olmustur. Y18in 6grenme yontemleri,
kimlik av1 tespiti alaninda etkili bir savunma mekanizmasi olusturabilir (Al-Sarem vd.,2021). Ozellik
tabanli bir makine 6grenme g¢ercevesi, kimlik avi tehditlerini dogru bir sekilde tespit etmede etkili
olmustur. Rao ve Pais (2019), farkli 6zellik ¢ikarma tekniklerini ve makine d6grenme algoritmalarin
kullanarak yiiksek dogruluk oranlar1 elde etmis ve kimlik avi web sitelerini mesru sitelerden ayirt
edebilmistir. Zamir ve Khan (2020), farkli makine 6grenme algoritmalarimin kimlik avi tespiti
iizerindeki etkinliklerini degerlendirmistir. Rastgele ormanlar ve Destek Vektér Makineleri gibi
karmasik modellerin daha yiiksek dogruluk sagladigi goézlemlenmistir. Dogru siniflandirma
algoritmalari, kimlik av1 tespitinde kritik bir rol oynamaktadir. Ayrica, Igwilo ve Odumuyiwa (2022),
Yi1gin 6grenme ve non-ensemble algoritmalarinin kimlik avi URL'lerini tespitindeki performanslarini
karsilagtirmistir. Yigin Modeli 6grenicisinin URL kimlik avi tespitinde iistiin yetenek gosterdigi

sonucuna ulasilmistir.
4. YONTEM
4.1. Arastirma Tasarimi

Bu caligma, kimlik avi web sitelerinin tespitinde farkli makine Ogrenimi algoritmalarinin
performanslarin1 kargilagtirmak ve bu algoritmalari bir yigin model gerg¢evesinde biitlinlestirmek
amaciyla yliriitilmistiir. Arastirma, deneysel ve karsilastirmali bir tasarim benimsemistir. Yontem hem
URL hem de HTML temelli 6zellikleri kullanarak web sayfalarmin kimlik avi olup olmadigini

siniflandirmaya odaklanmaktadir. Calismanin genel akis1 asagidaki adimlardan olusmaktadir:

1. Veri setinin toplanmasi ve 6n isleme,
URL ve HTML temelli 6zelliklerin ¢ikarima,
Bes temel makine 6grenimi algoritmasinin egitimi (Level-0),

Tahmin ¢iktilarinin meta siniflayiciya aktarilmasi (Level-1),

A

Modelin performans metrikleriyle degerlendirilmesi.
Calismanin deneysel siireci su adimlardan olugmaktadir:

1. Veri setinin yiiklenmesi ve 6n isleme adimlarinin uygulanmasi,

URL ve HTML temelli 6zellik ¢ikarima,

Bes temel algoritmanin egitimi ve dogrulama siireci,

Y1gin 6grenme modelinin olusturulmasi ve meta siniflayicinin egitimi,

Tiim modellerin test seti tizerindeki performans karsilagtirmasi,

A

ROC egrileri ve karigiklik matrislerinin gorsellestirilmesi.
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Sonug olarak, y1gin 6grenme modeli tekil algoritmalara gére daha yiiksek dogruluk (%91,16) ve ROC
AUC (%95,19) degerleri elde etmistir.

Tablo 1. Veritabaninda Kullanilan Oznitelikler

Oznitelikler

domain_is_ip

subdomain_level

embedded domain

num_tokens_url

sensitive_word

obfuscated_token

len_domain

len_path

len_url

num_dots_url

suspicious_token url

out_of position_tld

len fqdn

len_mld

num_terms_mld

bad_forms

bad_action_fields

non_matching_urls

out_of position_brand name

num_terms_in_text

num_terms_in_title

num_input_fields

num_images

num_iframes

num_links

internal_link ratio empty_link frequency | login form len_html_style len_html_script
len_html_link len_html comment len_html_form alarm_window redirection
hidden_content title_domain internal resource ratio | domain_occurence len_html

len_html text

dom_depth

dom_node_count

dom_node_type

dom_node mean

dom_node_std

same_page ratio

same_folder ratio

unique_subdomain_type

unique_file type

directory depth

directory path_unique

directory path mean

directory_path_std

dist_top_domain

script_percentage phish

4.2. Veri Seti

Bu c¢alismada kullanilan veri seti, GitHub tizerinden elde edilen phish.csv dosyasidir. Veri seti, toplam
130.127 web sayfasina ait 57 6znitelik icermekte olup URL yapisi, HTML igerik 6zellikleri, baglanti
tiirleri ve form etiketleri gibi web sitelerinin yapisal ve davranigsal bilesenlerini kapsamaktadir. Her
gozlem etiketlenmis bir drnek olup, “1” kimlik avi (phishing), “0” ise yasal (legitimate) web sayfasin
temsil etmektedir. Veri setinin sinif dagilimi dengesiz bir yap1 géstermekte olup, 93.241 adet mesru (0)
ve 36.886 adet kimlik avi (1) 6rnegi bulunmaktadir. Veri, farkli kaynaklardan derlenmis ve PhishTank
gibi giivenilir referans veri tabanlariyla dogrulanmistir. Bu veri setinin tercih edilme nedenleri hem URL
hem HTML tabanli 6zellikleri ayn1 anda igermesi, giincel kimlik avi kaliplarini yansitmasi ve genis

ornek hacmi sayesinde modellerin genelleme performansinin degerlendirilmesine olanak saglamasidir.
4.3. Veri On isleme

Veri 6n isleme siireci, modelin 6grenme basarisini dogrudan etkileyen kritik bir asamadir. Bu kapsamda

asagidaki islemler uygulanmstir:

e  Veri seti incelenmis ve herhangi bir eksik deger bulunmadigi i¢in silme veya doldurma islemine
ihtiyag duyulmamustir.

o Niteliksel (kategorik) degiskenler sayisal degerlere doniistiiriilmistiir.

e Siirekli degiskenler, min—max normalizasyonu ile [0,1] araligina 6l¢eklendirilmistir:

X - Xmin
- Xmin

Xnorm = X
max

e Veri seti %80 egitim ve %20 test oraniyla iki alt kiimeye ayrilmistir.
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e Egitim siirecinde, modelin asir1 6grenmesini Onlemek ve genelleme yetenegini artirmak

amacityla 5 katli capraz dogrulama (5-fold cross-validation) yontemi uygulanmistir.
4.4. Ozellik Cikarim

URL ve HTML yapilarindan elde edilen 6znitelikler, kimlik avi web sayfalarin1 mesru sitelerden ayiran
en belirgin gdstergeleri temsil etmektedir. Bu siiregte, 6zellik miithendisligi ve Word2Vec tabanli HTML

gomiilii teknikleri kullanilmistir.
4.4.1. URL ile Ilgili Ozellikler

URL tabanh 6zellikler, web adresinin yapisal formundan g¢ikarilmigtir. Asagidaki 8 temel Gznitelik,

kimlik avi1 sitelerinde siklikla goriilen karakteristik davraniglara dayanmaktadir:

1. IP Adresi Kullanimi: Alan admin dogrudan IP formatinda olup olmadigi (or.
http://62.141.45.54/...) — kimlik av1 sitelerinde sik goriiliir.

2. Siipheli Semboller: ‘@’, ‘— ve ‘~* gibi karakterlerin sayisi. Ozellikle ‘@’ sembolii, kullanict
yonlendirmesi igin riskli kabul edilir.

3. HTTPS Kullanimi: URL’nin giivenli baglant1 protokolii (https) igerip igermedigi.

4. URL Uzunlugu: Uzun URL’lerin genellikle kimlik avi sitelerinde bulunmasi.

5. Alan Adindaki Nokta Sayisi: Coklu alt alan ad1 (6r. www.bank.login.verify.com) kimlik av1
gostergesidir.

6. Hassas Kelimeler: ‘“secure”, “account”, “login”, “signin”, “banking”, “confirm” gibi
kelimelerin varligi.

7. Ust Diizey Alan Adi (TLD) Ozellikleri: Alan adinda birden fazla TLD kullanim1 (.com.co.uk
gibi).

8. Marka Benzerligi: URL dizelerinin hedef markaya benzerlik dl¢timii (6r. Levenshtein mesafesi

<2 — benzer).

Bu 6zelliklerin her biri sayisal bicime doniistiiriilerek (0 veya 1, ya da frekans degerleriyle) model giris

degiskeni olarak kullanilmgtir.
4.4.2. HTML ile Ilgili Ozellikler

HTML tabanli o6zellikler, web sayfasinin kaynak kodundan c¢ikarilmistir. Bu o6zellikler, sitenin

davranigsal farkliliklarini yansitmaktadir:

1. Dabhili/Harici Baglantilar: Harici baglanti oraninin yiiksek olmasi kimlik avi egilimini artirir.
Bos Baglantilar: <a href="#"> veya bos link sayisi.

99 ¢

Form Etiketleri: <form> i¢inde “password”, “login”, “signin” gibi giris alanlarinin varhigi.
HTML Uzunlugu: Kimlik avi sayfalarinin genellikle kisa HTML koduna sahip olmasi.

Alarm Penceresi: alert() fonksiyonunun bulunup bulunmamasi.

AN O

Yonlendirmeler: “redirect” anahtar kelimesinin varlig.

10
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7. Gizli i¢erikler: display:none, visibility:hidden veya input type="hidden" etiketleri.

8. Bashk Tutarhhgi: <title> etiketiyle URL marka adinin uyusmasi.

9. Marka Baglant1 Tutarhilhi@i: En sik baglant1 verilen markanin URL markasiyla uyumu.

10. Kaynak Tiirleri: <link>, <script>, <img> etiketlerinin i¢/d1s kaynak orani.

11. Marka Adi Goriinme Sayisi: URL markasinin HTML i¢inde tekrar sayisi.

12. HTML Dizesi Yerlestirme: HTML kodundan Word2Vec modeliyle elde edilen gomiilii

vektorleri.
Bu 6zellikler modelin 6grenme asamasinda birlestirilmis, toplam 57 6znitelik olusturulmustur.
4.5. Model Konfigiirasyonlari ve Kullanilan Algoritmalar

Bu calismada stacking modelinin Level-0 (temel) katmaninda bes farkli siniflayict kullanilmigtir. Tiim
modeller Python 3.10 ortaminda, scikit-learn kiitiiphanesi kullanilarak uygulanmistir. Modellerin

egitiminde kullanilan temel hiperparametre ayarlari asagida 6zetlenmistir:

o Naive Bayes: Varsayilan parametrelerle uygulanmustir.

e Karar Agaci: criterion = "gini" kullanilmistir.

o Lojistik Regresyon: solver = "Ibfgs", max_iter = 1000.

o Destek Vektor Makineleri (SVM): kernel = "rbf", probability = True.

e Cok Katmanh Algilayic1 (MLPClassifier): hidden layer sizes = (10,10), activation

="relu", solver = "adam".

Bu siniflayicilar ayni egitim verisi tizerinde ¢alistirilmis ve iirettikleri tahminler Level-1 meta 6grenici

olarak kullanilan Lojistik Regresyon modeline aktarilmistir.
4.6. Y12in (Stacking) Modeli

Yigin 6grenme modeli, birden fazla simiflayicinin tahmin sonuglarim {ist diizey (meta) bir modelle

birlestiren y18in 6grenme teknigidir. Bu ¢aligmada;

o Level-0 (Base Learners): Naive Bayes, Karar Agaci, Lojistik Regresyon, SVM ve
MLPClassifier
e Level-1 (Meta Classifier): Lojistik Regresyon

olarak belirlenmistir. Temel modellerin tahminleri bir ara veri setinde toplanmis ve meta smiflayici, bu
tahminleri girdi olarak kullanarak nihai sonucu {iretmistir. Boylece farkli modellerin giiclii yonlerinden

yararlanilmig ve genel dogruluk artirilmugtir.

Bu ¢aligmada onerilen y1§m dgrenme yapisinin genel isleyisi Sekil 1°de gosterilmektedir. 11k olarak
URL ve HTML &zellikleri modele girdi olarak alinmakta, ardindan egitim/test ayrimi yapilmaktadir.

Ozellik ¢ikarimi sonrasinda Level-0 katmanindaki temel simiflayicilar (Naive Bayes, Karar Agaci,

11



Yonetim Biligim Sistemleri Journal of Management
Dernegi Dergisi — Cilt 1, Say1 1, 2025 Information Systems Association

Lojistik Regresyon, SVM ve MLPClassifier) tahminlerini iiretmekte; bu tahminler Level-1 meta

siniflayici tarafindan birlestirilerek nihai siniflandirma gergeklestirilmektedir.

Girdi
(URL-HTML)

v

[ Egitim/Test Ayrimi }

Y

¥

Level-0 (Temel Modeller)
- Mavie Bayes
- Karar Agaci
- Lojistik Regresyon

i

- MLPClassfier
Level- 1(Meta)
Lojistik Regresyon

Cikis
Yasal mi, yoksa Kimlik Awvi rm?

Sekil 1.Y1g8in Modeli Akis Semasi.
4.7. Model Performans Degerlendirme Olgiitleri
Model performansi, agsagidaki istatistiksel gostergelerle degerlendirilmistir:

Karigiklik matrisindeki degerler kullanilarak siniflandirma modelinin performansi 6lgiilmektedir. Bu
calismada; dogruluk orani, 6zgiilliik, hassasiyet, duyarlilik, F1 Skoru ve ROC AUC (egri altinda kalan

alan) performans dlgiitleri dikkate alimustir.
Dogruluk Oranmi (Accuracy): Modelin dogru siniflandirdigi tiim orneklerin oranidir. Genel olarak
modelin ne kadar isabetli oldugunu gosterir.

DP + DN
DP + DN + YP + YN

Dogruluk Orani =

Ozgiilliik (Specificity-TNR): Gergek negatif siniflarin dogru tahmin edilme oramidir. Yanlis pozitiflerin

etkisini azaltmak i¢in kullanilir.

12
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DN

Oz gulluk = DN—-I-YP
Hassasiyet (Precision): Pozitif olarak tahmin edilen drneklerin ne kadarinin gergekten pozitif oldugunu

gosterir.

DP

Hassasiyet = DP+YP
Duyarlilik (Recall): Gergek pozitiflerin model tarafindan ne kadar iyi tahmin edildigini gosterir.

DP
DP +YN

Duyarlilik =

F1 Skoru: Precision ve Recall arasindaki dengeyi gosterir. Dengesiz veri kiimelerinde ozellikle

yararlidir.

Hassasiyet X Duyarlilik

F1 Skoru =
o Hassasiyet + Duyarlilik

ROC AUC (Egri Altinda Kalan Alan): Modelin pozitif ve negatif siniflar1 ayirt etme becerisini olger.

AUC degeri, modelin siniflar1 ne kadar iyi ayirdigini gosterir.

Karigiklik matrisindeki bu degerler kullanilarak siniflandirma modelinin performansi 6l¢iilmektedir.
DP: gergekte dogru olan degerin dogru tahmin edilmesi, YP: gercekte yanlis olan degerin dogru tahmin
edilmesi, YN: ger¢ekte dogru olan degerin yanlis tahmin edilmesi, DN: gercekte yanlis olan degerin

yanlig tahmin edilmesini ifade etmektedir. Karigiklik matrisinin genel gésterimi Tablo 2’de verilmistir.

Tablo 2. Karisiklik Matrisi

Gerg¢ek Sonuclar
Karisiklik (Confusion) Matrisi
Pozitif (1) Negatif (0)
o DP [1,1] YP [1,0]
Tahmin Pozitif (1) Dogru Pozitif Yanlis Pozitif
Edilen
Sonuglar . YN [0,1] DN [0,0]
NG Yanlis Negatif Dogru Negatif
5. BULGULAR

Bu kisimda, kimlik avi web sitelerinin tespitinde farkli makine 6grenimi algoritmalarini bir araya getiren
y1gin modelinin etkinligi degerlendirilmistir. Cesitli veri setlerinden elde edilen URL ve HTML tabanl
ozellikler kullanilarak Destek Vektor Makineleri (SVM), Naive Bayes, Karar Agaglari, Lojistik
Regresyon ve MLPClassifier algoritmalari hem bireysel olarak hem de yi1gin modeli igerisinde analiz

edilmistir. Asagida sunulan bulgular, dogruluk, kesinlik (precision), duyarlilik (recall/TPR) ve ROC

13
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AUC gibi temel performans 6Slgiitleri izerinden modellenen sistemin kimlik avi tespitindeki bagarimini
kapsamli bicimde ortaya koymaktadir. Tablo 3’te temel siniflayicilarin genel dogruluk, 6zgiillikk (TNR),
hassasiyet, duyarlilik, F1 skoru ve ROC AUC performanslar1 gosterilmekte; Tablo 4 ise bu
siniflayicilardan elde edilen ¢iktilarla egitilen yigin (stacking) meta 6grenicinin nihai performansini

sunmaktadir.

Tablo 3. Level-0 Temel Siiflayicilara Ait Performans Sonuglari

Genel | Ozgiilliik | Hassasiyet | Duyarlhiik
Model Dogruluk| (TNR) | (Precision) | (TPR) |1 (§/k;’r u Agg ((f, )
(%) (%) (%) (%) ° ’
Naive Bayes 88.94 89.79 77.07 86.79 81.64 92.77
Karar Agaci 90.62 92.45 81.83 86.00 83.87 89.23
MLPClassifier 91.16 93.31 83.51 85.72 84.60 89.52
Lojistik Regresyon 90.50 92.53 81.88 85.37 83.59 95.13
Destek Vektor Makinesi (SVM) | 90.60 93.13 82.90 84.21 83.55 95.19

Tablo 4. Level-1 Yigin (Meta Ogrenici) Modelinin Performans Sonuglari

Genel Dogruluk | OZ8illik | Hassasiyet ) Duyarlilik |, g 0 | Roc AUC
Model (%) (TNR) (Precision) (TPR) (%) (%)
’ (%) (%) (%) ’ °
LR Meta 92.15 94.85 86.76 85.34 86.04 96.47
Ogrenici

Yapilan analizler sonucu, Naive Bayes modeli, %88,94 genel dogruluk orani ile diger modellere kiyasla
en diisiik dogruluk oranina sahiptir. Ancak, %92,77 ROC AUC degeri, Naive Bayes modelinin iyi bir
siniflandirma yetenegi sundugunu gostermektedir. Model, %77,07 hassasiyet ve %86,79 duyarlilik
degerleriyle, 6zellikle yanlis pozitif oranin1 minimize etmeyi hedefleyen durumlarda etkili bir sonug
sunmaktadir. Bu problemde duyarlilik sonucunun daha yiiksek olmasi modelin kimlik avi sitelerini
tespit etmede daha basarili oldugu sonucunu gostermektedir. Naive Bayes modeli %81,64 F1 skoru
hassasiyet ve duyarlilik arasinda basarili bir denge sagladigini ortaya koymaktadir. Modelin %86,79
dogru pozitif orant (TPR) ve %89,79 6zgiillik yani dogru negatif oran1 (TNR), yasal ve kimlik avi
sitelerinin dogru tahmin edilme oranlarini yansitirken, %92,77 ROC AUC degeri modelin siniflandirma
yeteneginin yiiksek oldugunu ifade etmektedir. Model, gercek pozitiflerden 25,121'ini ve gergek
negatiflerden 9,600"inii dogru sekilde siniflandirmis; yanlis pozitifler 2,857 ve yanlis negatifler ise

1,461 olarak rapor edilmistir. Naive Bayes modeli karigiklik matrisi Sekil 2’de gosterilmistir.
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Karnisiklik Matrisi - Naive Bayes

o 2857
- - 1461 9600
0 1

Sekil 2. Naive Bayes Modeli Karigiklik Matrisi

Karar Agaci (Decision Tree) modeli, 9%90,62 genel dogruluk orani ile yiiksek bir performans
sunmaktadir. %89,23 ROC AUC degeri ile etkili bir siniflandirma giiciine sahip olup, diger modellerle
kiyaslandiginda ROC AUC degeri biraz daha diistiktiir. Model %81,83 hassasiyet, %86 duyarlilik
sonucu elde etmistir. Duyarlilik sonucunun daha yiiksek olmasi ile yasal sitelerin aksine phishing
sitelerini tespit etmede daha basarili oldugu sonucu goriilmiistiir. Karar Agaglar1 %83,87 F1 skoru
hassasiyet ve duyarlilik arasinda basarili bir denge sagladigini ortaya koymaktadir. Modelin %86 dogru
pozitif orani (TPR) ve %92,45 dogru negatif oran1 (TNR), yasal ve kimlik avi sitelerinin dogru tahmin
edilme oranlarimi yansitirken, %89,23 ROC AUC degeri modelin siniflandirma yeteneginin yiiksek
oldugunu ifade etmektedir. Model, gercek pozitiflerden 26106°si1 ve gergek negatiflerden 9482’sini
dogru sekilde siniflandirmis; yanlis pozitifler 1872 ve yanlis negatifler ise 1579 olarak rapor edilmistir.

Karar Agacit modeli karigiklik matrisi Sekil 3°te gosterilmistir.

Karisiklik Matrisi - Karar Agaci

1872

- - 1579 9482

0 1

Sekil 3. Karar Agacit Modeli Karigiklik Matrisi
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Cok Katmanli Algilayict (MLPClassifier) modeli, %91,16 genel dogruluk orami ile en yiiksek
performansi sergileyen modeldir. %89,52 ROC AUC degeri ile giiclii bir siniflandirma performansi
sunsa da SVM ve Lojistik Regresyon modellerinin gerisinde kalmaktadir. Model %83,51 hassasiyet ve
%85,72 duyarlilik sonucu elde etmistir. Bu problemde duyarlilik sonucunun daha ytiksek olmasi,
modelin phishing sitelerini tespit etmede daha basarili oldugu sonucunu géstermektedir. MLPClassifier
modeli %84,60 F1 skoru ile hassasiyet ve duyarlilik arasinda basarili bir denge sagladigini ortaya
koymaktadir. Modelin %85,72 dogru pozitif oran1 (TPR) ve %93,31 6zgiilliikk yani dogru negatif orani
(TNR), yasal ve kimlik avi sitelerinin dogru tahmin edilme oranlarini yansitirken, %89,52 ROC AUC
degeri modelin siniflandirma yeteneginin yiiksek oldugunu ifade etmektedir. Model, gercek
pozitiflerden 26,101'ini ve gercek negatiflerden 9,145'ini dogru sekilde tanimlamis; yanlis pozitifler
1,877 ve yanlig negatifler ise 1,916 olarak rapor edilmistir. MLPClassifier modeli karigiklik matrisi Sekil
4’te gosterilmistir.

Karisiklik Matrisi - MLP
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Sekil 4. MLPClassifier Modeli Karigiklik Matrisi

Lojistik Regresyon modeli, %90,50 genel dogruluk orani ile etkileyici bir performans sergilemektedir.
%95,13 ROC AUC degeri ile siiflandirma yetenegi agisindan giiclii bir performans sunmaktadir, bu da
onu yiiksek dogruluklu bir model yapmaktadir. Model %81,88 hassasiyet, %85,37 duyarlilik sonucu
elde etmistir. Duyarlilik sonucunun daha yiiksek olmasi ile yasal sitelerin aksine phishing sitelerini tespit
etmede daha basarili oldugu sonucu goriilmiistiir. Lojistik Regresyon %83,59 F1 skoru hassasiyet ve
duyarlilik arasinda basarili bir denge sagladigini ortaya koymaktadir. Modelin %85,37 dogru pozitif
orani (TPR) ve %92,53 dogru negatif oran1 (TNR), yasal ve kimlik avi sitelerinin dogru tahmin edilme
oranlarini yansitirken, %95,13 ROC AUC degeri modelin siiflandirma yeteneginin yiiksek oldugunu
ifade etmektedir. Model, gercek pozitiflerden 25,888'ini ve gercek negatiflerden 9,443"inii dogru sekilde
tanmimlamis; yanhis pozitifler 2,090 ve yanlis negatifler ise 1,618 olarak rapor edilmistir. Lojistik

Regresyon modeli karigiklik matrisi Sekil 5’te gosterilmistir.
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Destek Vektor Makinesi (SVM) modeli, %90,60 genel dogruluk orani ile giiglii bir performans
sergileyen SVM modeli, %95,19 ROC AUC degeri ile siniflandirma yetenegi agisindan en yiiksek
basariy1 elde etmektedir. Bu yiiksek ROC AUC degeri, SVM’nin diger modellere kiyasla {istiin bir
siniflandirma giiciine sahip oldugunu agikca ortaya koymaktadir. Model %82,90 hassasiyet, %84,21
duyarlilik sonucu elde etmistir. Duyarlilik sonucunun daha yiiksek olmasi ile yasal sitelerin aksine
kimlik av1 sitelerini tespit etmede daha basarili oldugu sonucu goriilmiistiir. SVM %83,55 F1 skoru
hassasiyet ve duyarlilik arasinda basarili bir denge sagladigini ortaya koymaktadir. Modelin %84,21
dogru pozitif oran1 (TPR) ve %93,13 dogru negatif oran1 (TNR), yasal ve kimlik av1 sitelerinin dogru
tahmin edilme oranlarimi yansitirken, %95,19 ROC AUC degeri modelin siniflandirma yeteneginin
yliksek oldugunu ifade etmektedir. Model, gercek pozitiflerden 26,056'sim1 ve gercek negatiflerden
9,315'ni dogru sekilde tanimlamis; yanlis pozitifler 1,922 ve yanlis negatifler ise 1,746 olarak rapor
edilmistir. SVM modeli karigiklik matrisi Sekil 6’da gosterilmistir.

Kanisikhk Matrisi - SVM
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Sekil 6. SVM Modeli Karigiklik Matrisi

Yigin modeli, %92,15 genel dogruluk orami ile temel siiflayicilarin tlizerinde bir performans

sergilemistir. Modelin ROC AUC degerinin %96,47 olmasi, siiflar arasindaki ayrim giiciiniin olduk¢a
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yiiksek oldugunu ve meta O0grenicinin temel modellerin ¢iktilarindan etkili bicimde yararlandigim
gostermektedir. Y1gin modeli %86,76 hassasiyet ve %85,34 duyarlilik (TPR) degerleriyle kimlik avi
sitelerini tespit etmede dengeli ve giiglii bir performans ortaya koymustur. Duyarlilik degerinin ytiksek
olmasi, modelin kimlik av1 6rneklerini dogru tanimlama kapasitesinin gii¢lii oldugunu gostermektedir.
Ayrica %86,04 F1 skoru, hassasiyet ve duyarlilik arasinda basarili bir denge kuruldugunu
gostermektedir. Modelin %94,85 dogru negatif oran1 (TNR), yasal siteleri dogru ayirt etme konusunda
yliksek basar1 sagladigin1 gostermektedir. Karisiklik matrisi incelendiginde, modelin 26.537 yasal siteyi
ve 9.439 kimlik avz sitesini dogru siniflandirdigi; yanlis pozitif sayisinin 1.441, yanlis negatif sayisinin
ise 1.622 oldugu goriilmektedir. Bu sonuglar, y1gin modelinin temel siniflayicilarin performanslarini
asarak kimlik av1 tespitinde en yiiksek ayristirma giiciinii sundugunu dogrulamaktadir. Y1gin modeline

ait karigiklik matrisi Sekil 7°de gosterilmistir.

Karisiklik Matrisi - Yigin Modeli
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- - 1622 9439
] !
0 1

Sekil 7. Level-1 Meta Ogrenici (Y1gin Modeli) Karigiklik Matrisi

ROC AUC sonuglari incelendiginde, kimlik avi tespiti i¢in en yiliksek ayirt edicilige sahip modellerin
SVM, Lojistik Regresyon ve MLPClassifier oldugu goriilmektedir. Bu modellerin her biri, 0.95
diizeyindeki ROC AUC degerleriyle pozitif ve negatif siniflari ayirt etme bakimindan gii¢li bir
performans ortaya koymaktadir. Naive Bayes modeli 0.93’liik ROC AUC degeri ile basarili olmakla
birlikte, en yiliksek performans gosteren modellerin bir miktar gerisinde kalmaktadir. Karar Agaci
modeli ise 0.89’luk ROC AUC degeri ile degerlendirme yapilan modeller arasinda en diisiik ayrim
giicline sahip siniflandiricidir. Bununla birlikte, temel siniflayicilarin ¢iktilarindan yararlanarak karar
iireten y18in modeli, 0.96’lik ROC AUC degeriyle tiim modelleri geride birakmis ve en yliksek genel
performansi sergilemistir. Yigin yapisimin farkli algoritmalarin tamamlayic1 6zelliklerini bir araya
getirerek daha tutarli ve genellenebilir bir smiflandirma mekanizmasi sundugu bu sonuglarla
dogrulanmaktadir. Boylece y1gm modeli, tekil siniflayicilara kiyasla kimlik av1 tespitinde daha iistiin bir

ay1rt edicilik saglamistir. Modellere ait ROC egrileri Sekil 8’de birlikte sunulmaktadir.
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6. SONUC VE TARTISMA

Kimlik avi1 saldirilari, ¢evrimigi giivenligi tehdit eden en yaygin ve tehlikeli siber saldir tiirlerinden biri
haline gelmistir. Sahte web sitelerinin gergek sitelere benzer sekilde tasarlanmasi, kullanicilarin kigisel
ve finansal bilgilerini ele gegirme riskini artirmaktadir. Bu nedenle hem kullanicilar hem de kurumlar
acisindan etkili ve giivenilir kimlik avi tespit sistemlerinin gelistirilmesi kritik 6nem tagimaktadir. URL
ve HTML tabanl ozellikler, kimlik avi sitelerinin yapisal ve davranigsal farkliliklarini yansitmasi

bakimimdan makine 6grenimi modelleri i¢in gii¢lii bir temel sunmaktadir.

Bu calisma kapsaminda, Naive Bayes, Karar Agaclari, Destek Vektor Makineleri (SVM), Lojistik
Regresyon ve MLPClassifier gibi temel smiflandiricilart (base learners) bir araya getiren bir y1g8in
modeli gelistirilmistir. Y1gin modelinde temel siniflayicilarin tahmin g¢iktilar1 meta-6grenici olarak
kullanilan Lojistik Regresyon tarafindan yeniden degerlendirilmis ve boylece her bir algoritmanin giiglii
yonlerinden yararlanan biitiinlesik bir yap1 olusturulmustur. Elde edilen bulgular, yigin modelinin,
bireysel siniflayicilara kiyasla daha yiiksek genel dogruluk ve daha giiglii bir ayirt edicilik performansi

(ROC AUC) sundugunu gostermektedir.

Elde edilen sonuglar, temel smiflayicilar arasinda SVM, Lojistik Regresyon ve MLPClassifier
modellerinin en basarili sonuglart verdigini ortaya koymaktadir. Bu i¢ model, %95’in iizerinde ROC
AUC degerleri ile pozitif ve negatif smiflar1 ayirt etmede istiin performans sergilemistir. ROC AUC
degerinin yiiksek olmasi, modelin smiflar1 her olasilik esiginde basarili sekilde ayirabildigini
gosterdiginden, bu sonuglar kimlik avi tespitinde bu modellerin giiclii adaylar oldugunu

dogrulamaktadir.

MLPClassifier modeli, %91,16 dogruluk oran1 ve %89,52 ROC AUC degeri ile yliksek performansh bir
yap1 sunmustur. Dogrusal olmayan iliskileri 6grenebilme kapasitesi ve genis veri setlerinde gosterdigi
esneklik, MLPClassifier’in basarisinin temel nedenlerindendir. %85,72 duyarlilik ve %83,51 hassasiyet

degerleri, bu modelin hem kimlik avi hem de mesru siteleri dengeli sekilde ayirt edebildigini
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gostermektedir. Literatiirde de (6rn. Kalla, 2023), MLPClassifier’in karmasik veri setlerinde etkili

sonuclar verdigi vurgulanmaktadir.

Lojistik Regresyon modeli, %90,50 dogruluk ve %95,13 ROC AUC degeri ile yorumlanabilirlik ve
performansi bagarili sekilde dengeleyen bir model olarak 6ne ¢ikmaktadir. %85,37 duyarlilik degeri, bu
modelin kimlik avi sitelerini tespit etmekte etkili oldugunu gostermektedir. Shaukat (2023) tarafindan
yapilan calismalarda da Lojistik Regresyon’un kimlik avi tespitinde giivenilir bir se¢enek oldugu

belirtilmistir.

SVM modeli, %90,60 dogruluk ve %95,19 ROC AUC degeri ile simflandirma yetenegi agisindan en
giiclii algoritmalardan biri olmustur. SVM’nin yiiksek boyutlu verilerdeki basarisi literatiirde genis
ol¢iide kabul gormektedir (Vapnik, 1995; Wang vd., 2019). %82,90 hassasiyet ve %84,21 duyarlilik
sonuclari, modelin kimlik av1 tespitinde etkili oldugunu ortaya koymaktadir. Ali ve Malebary (2020)

tarafindan yapilan ¢aligmalar, SVM nin kimlik avi tespitinde gii¢lii bir tercih oldugunu dogrulamaktadir.

Bununla birlikte, Naive Bayes modeli, %88,94 dogruluk ve %92,77 ROC AUC degeri ile rekabetci bir
performans sunmustur. Basit ve hizli olmasi nedeniyle gercek zamanli tespit sistemleri i¢in uygun bir
adaydir. Yiiksek boyutlu verilerdeki verimliligi, Uppalapati (2023) tarafindan da vurgulanmaktadir.

Ancak bagimsizlik varsayimi bazi durumlarda sinirlayici olabilmektedir.

Karar Agaglari modeli, %88,94 dogruluk ve %92,77 ROC AUC degeri ile diger modellere kiyasla daha
diisiik performans gostermistir. Asir1 6grenmeye (overfitting) egilimli yapisi nedeniyle dikkatle budama
gerektirmektedir. Bu bulgu, Al-Tamimi ve Shkoukani (2023) c¢alismalarinda ifade edilen

degerlendirmelerle uyumludur.

Tim bu modellerin bireysel performanslarina karsin yigin modeli, meta-6grenme yaklagimi sayesinde
temel smiflayicilarin giiglii yonlerini bir araya getirerek daha iistiin bir genel performans elde etmistir.
%92,15 dogruluk orani ve %96,47 ROC AUC degeri, y1gin modelinin kimlik av1 tespitinde diger tiim
modellere kiyasla daha yliksek siniflandirma basaris1 sundugunu gostermektedir. Bu sonug, literatiirde
Bhagat (2023) ve Kalabarige vd. (2022) gibi arastirmacilarin yigin 6grenme ve coklu model

entegrasyonu iizerine yaptigi ¢alismalarla da uyumludur.

Bu c¢alismada elde edilen bulgular, 6nerilen yigin modelinin yalnizca teknik acgidan degil, Yonetim
Bilisim Sistemleri (YBS) perspektifinden de énemli katkilar sundugunu géstermektedir. Ozellikle URL
ve HTML tabanl 6zelliklerle ¢alisan bu model, {igiincii taraf kara liste servislerine duyulan bagimlilig
ortadan kaldirarak kurumlar igin daha giivenilir, 6l¢eklenebilir ve maliyet etkin bir kimlik avi tespit
mekanizmast saglamaktadir. Modelin ger¢ek zamanli tehdit algilama kapasitesi, kurumlarin bilgi
giivenligi stireglerinde erken uyari sistemlerinin gii¢lendirilmesine; operasyonel risklerin azaltilmasina
ve saldir1 vektorlerinin daha hizli tanimlanmasina olanak tanimaktadir. Ayrica yi1gin modelinin iirettigi
yorumlanabilir ¢iktilar, karar destek sistemlerinde yoneticilere daha dogru ve veri temelli

degerlendirmeler sunmakta; bu yoniiyle risk yonetimi ve kurumsal giivenlik politikalarinin
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gelistirilmesine katki saglamaktadir. Bu g¢ergevede, ¢alisma hem teknik hem de yonetsel acidan YBS

literatiiriine anlaml1 bir katki sunmaktadir.

Sonug¢ olarak, bu calisma hem temel makine 6grenimi algoritmalarinin hem de yigin 6grenme
yaklagimimin kimlik av1 tespitinde etkili sonuglar sundugunu gostermektedir. Ozellikle URL ve HTML
tabanli 6zelliklerin birlikte kullanilmasi, model bagarimina énemli katki saglamistir. Gelecekte, daha
biiyiik ve giincel veri setlerinin kullanilmasi, derin 6grenme tabanli yontemlerin entegrasyonu ve gercek
zamanlt tespit mekanizmalarinin gelistirilmesi, kimlik avi tespit sistemlerinin giivenilirligini ve
dogrulugunu daha da artirabilir. Marchal vd. (2014) tarafindan gelistirilen PhishStorm gibi gergek
zamanl1 tespit sistemleri, bu alandaki gelismelere onciilitk etmektedir ve gelecekte yapilacak ¢aligmalar

icin yol gosterici niteliktedir.
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EXTENDED ABSTRACT

DETECTION OF PHISHING WEBSITES USING A STACKING MODEL BASED ON URL
AND HTML FEATURES

Phishing attacks have become one of the most common and dangerous cyber threats targeting both
individuals and organizations in recent years. Attackers design fake pages that closely resemble real
websites, aiming to steal users' personal and financial information, making these attacks extremely
difficult to detect. The rise in internet use, the proliferation of online services, and the ubiquity of digital
transactions in daily life have further exacerbated the impact of phishing attacks. In particular, the
constant development of new techniques by attackers limits the effectiveness of traditional defense
methods, highlighting the need for dynamic, learning-capable, and real-time models. This study aims to
develop a stack model capable of detecting phishing sites with high accuracy by combining URL- and
HTML-based features.

The proposed model is based on a multi-layered ensemble learning approach that aims to achieve
stronger classification performance by combining the complementary aspects of different machine
learning algorithms. The Level-0 (base learner) layer of the model includes Naive Bayes, Decision Tree,
Logistic Regression, Support Vector Machines (SVM), and Multilayer Perceptron (MLPClassifier).
These base models provide various prediction signals to the meta-learner thanks to their uniquely
capturing structures of different patterns in the dataset. Logistic Regression, used in the Level-1 (meta
learner) layer, optimizes these signals and generates the final classification decision. This results in a
more stable and reliable system that overcomes the limitations of a single model, and increases the

overall accuracy of the model.

The phish.csv dataset used in the study contains 57 attributes from 130,127 web pages. These attributes
include indicators such as URL length, token count, IP address usage, suspicious symbols, subdomain

level, and sensitive keyword content; and statistics on form tags, redirects, link rates, hidden content,
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and DOM structure obtained from the HTML source code. Of the dataset, 93,241 are legitimate and
36,886 are phishing samples, and this distribution requires caution regarding class imbalance. Because
there were no missing values, no cleaning was required; all variables were scaled using the min-max
method, and the training-test separation was performed at 80%-20%. Additionally, five-fold cross-
validation was applied to strengthen the generalizability of the models. This process reduced the model's

data dependency and contributed to a more consistent performance.

When comparing the performance of the baseline (Level-0) classifiers, it was observed that SVM
provided the highest discrimination with a ROC AUC of 95.19%. MLPClassifier achieved the best
accuracy with 91.16% accuracy, while Logistic Regression demonstrated a strong and consistent
discrimination ability with a ROC AUC of 95.13%. Naive Bayes, with 88.94% accuracy and 92.77%
ROC AUC, demonstrates that it is an effective alternative, especially in scenarios requiring low-cost
and fast prediction. The Decision Tree model, despite producing 90.62% accuracy, performed lower
than the other models in terms of discrimination power. These findings demonstrate that while the base

classifiers are strong in certain respects, they cannot provide optimal performance on their own.

When the performance of the stack model is evaluated, it is seen that the meta-learner outperformed all
the base classifiers. The model demonstrated the highest performance in the study with 92.15% accuracy
and 96.47% ROC AUC. Furthermore, 86.76% sensitivity, 85.34% sensitivity, and 86.04% F1 score
confirm the model's balanced and stable classification ability. The stack model reduces false positive
and false negative rates, improving user safety and minimizing false alarms in cybersecurity systems.
ROC curves also demonstrate that the stack model offers higher discrimination power compared to

single classifiers.

This study offers significant contributions not only in terms of technical performance but also in the
context of Management Information Systems (MIS). The model allows organizations to develop a more
sustainable, reliable, and cost-effective security architecture by reducing their reliance on third-party
blacklisting services. Furthermore, the model's interpretable structure provides decision-makers with
clearer insights into risk assessment processes, particularly contributing to operational security units'
more accurate threat assessment. Its lightweight, real-time operation allows for easy integration into
both individual user applications and corporate security infrastructures. Furthermore, the stack model's
modular structure allows for easy future expansion with different data sources or additional feature sets,

increasing the model's long-term potential for use.

In conclusion, the stack learning approach, which combines URL and HTML-based features, offers an
effective method for phishing detection, providing high accuracy and strong discrimination capabilities.
The results demonstrate that ensemble learning models deliver superior and more reliable performance
compared to single machine learning algorithms. Furthermore, the model's real-time, low-cost, and

extensible structure offers significant advantages for both academic and corporate applications. Future
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improvements include the use of larger, more up-to-date datasets, the integration of deep learning
architectures (CNN, LSTM, BERT, etc.), the addition of visual similarity analyses, and the development
of real-time detection systems. Furthermore, the model's flexible structure allows for the integration of
different feature sets, behavioral data, or visual similarity metrics, providing significant scope for future
research. When implemented at an enterprise scale, it can form a strong foundation for real-time threat
detection and early warning systems. In this respect, the developed model not only provides an academic

contribution but also has high potential for applicability in practical security solutions.
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